**Statistical Strategies to Address Main Research Questions of the MiSpEx Network and Meta-Analytical Approaches**

Statistische Strategien zur Beantwortung der Hauptfragestellungen des MiSpEx-Netzwerks und metaanalytische Herangehensweisen

**Summary**

- **In the MiSpEx project**, the statistical analysis of main research questions accompanied by the aggregation of diverse data obtained in the individual studies represents a particular challenge. Research goals relating to the effectiveness and efficiency of training interventions in order to reduce the risk and degree of back pain may be addressed by meta-analytical approaches. This requires a sufficient similarity of the underlying studies and, in case of applying a meta-analysis of individual data, uniformly structured data sets.

- **Approaches of supervised statistical learning** should be applied to research goals concerning the diagnosis of back pain, and the prognosis either of further course of symptoms and of the reaction to preventive and curative interventions. The various underlying data sets should enable a step-by-step approach with several development and validation steps, likewise provided that sufficient comparability exists.

- **The assessment** of moderating effects of the influencing factors pain experience, training status, psychophysical distress, and level of care on treatment success is of high importance.
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**Introduction**

The Medicine in Spine Exercise (MiSpEx) network includes a variety of working groups and individual studies with diverse designs including randomized controlled trials, quasi-experimental investigations, and cross-sectional or longitudinal series conducted in an open-label or blinded manner (refer to the previous article for a comprehensive description of the consortium). Several studies address (to a greater or lesser extent) one or more of the main research questions of the MiSpEx project. In this article, we describe strategies how to integrate and synthesize findings and data from these individual studies with mixed methods and datasets. To address the main research questions of the project listed below, we sorted them corresponding to the chosen analytical approaches in an optimal way.
At first, we consider basic data management requirements in the context of meta-analysis. Then three approaches for data analysis corresponding to the following research goals are described: i. identification of minimal physical activity causing adaptational response, ii. construction and calculation of the diagnostic and prognostic indices, and iii. evaluation of the efficacy of sensory-motoric training intervention on reducing the risk and degree of back pain.

The main research questions of the project are defined as follows:

Q1: Which variables facilitate function diagnostics in chronic unspecific back pain by means of an upper body stability and function index (“Rumpf-Stabilitäts- und Funktions-Index”, RSFI)? This RSFI must allow for assigning patients, healthy individuals and/or athletes to preventive or therapeutic interventions with a focus on physical activity.

Q2: Which physical activity interventions applying to the target group may reduce the risk of back pain in healthy individuals, or reduce back pain in symptomatic subjects? Is it possible to measure the effectiveness of these interventions using an upper body prevention index (“Rumpf-Präventions-Index”). RPI based on training status, pain experience, and psychophysical distress in a reliable and valid way?

Q3: Is it feasible to apply physical activity interventions to reduce the risk or degree of back pain in different contexts (high-performance versus leisure sports, sports medical versus general health care)? Is it possible to identify common characteristics of such programs?

Besides the main research questions, the following two aspects shall be investigated:
- The minimum physical activity leading to adaptation, and
- The extent and individual response of adaptation to physical activity given moderating factors like pain experience, training status, psychophysical distress, and level of care.

Type of Meta-Analysis and Assumptions

According to Blettner et al. (1), there are four distinct types of meta-analyses. Type I refers to analyses of reviews and is of no relevance here. Type II, which refers to analyses of published single studies also is not feasible in this setting as published information is insufficient to perform a type II meta-analysis yet. Type III and type IV both refer to analyses of individual data of single studies with either a retrospective study selection or a prospective study selection. For these types of meta-analyses, data sets of single studies must be merged in one common data set.

Identification of Minimal Physical Activity causing Adaptational Response and Dependence of Response to Moderating Factors

Physical activity is defined as the product of the average number and duration of training exercises per week. Changes in parameters of pain and function will be considered relevant in terms of their clinical relevance. Both absolute and relative changes may serve as threshold values. The period from start of center-based training up to three weeks after start is defined as the empirical basis for calculating the extent of physical activity and changes in parameters.

Pain is operationalized by the Von Korff questionnaire (measuring pain intensity and disability). Parameters of function encompass diverse measures like muscular capacity, postural control, mobility, and muscle activity.

There are several approaches in the literature how to determine clinically relevant changes (CRC) which usually fall into one of two categories: consensus based versus data based. (9, 11) In case of consensus, an expert panel (of the MiSpEx network) defines CRC for every parameter based on clinical experience and available evidence.

The data-based approach has two further alternatives: 1. the anchor-based approach relates the parameter of interest to a pre-specified change in another parameter (2), 2. the distribution-based approach measures the minimal detectable effect not attributable to measurement error (7). The latter is feasible in most scenarios, but often lacks a relation to other clinically relevant indices.

All studies within the project investigating sensory-motoric training interventions and showing sufficient similarity are to be pooled. Similarity between studies will be investigated using the PICOT (i.e., population, intervention, comparator, outcome, time) scheme without considering the comparator category. The average physical activity per week must be calculated for each intervention within a study. A binary variable for every parameter of pain and function indicating the achievement or non-achievement of a CRC must be created. These will play the role of status variables in calculating Receiver Operating Characteristic (ROC) curves while the average physical activity per week will function as test variable. ROC curves will be calculated using either a nonparametric or parametric approach depending on distributional properties of the data.

The test variable will be evaluated for every status variable with the area under the curve (AUC) of the ROC curve together with Youden’s index ((sensitivity + specificity) - 1). While AUC values range between 0 and 1, Youden’s index ranges from -1 to +1. Values near 1 of both evaluation parameters indicate a high discriminatory power of the cut-off-value. Parameters for which a high discriminatory power is achieved can contribute to defining a common minimum of physical activity leading to adaptation. Additionally, a stratified analysis will investigate thresholds for top athletes, amateur athletes, and non-athletes.

To examine extent and individual response of the adaptaption to physical activity in dependence of the moderating factors, pain experience, training status, psychophysical distress, and health care context will be entered in logistic regression models reflecting the given diagnostic setting as effect modifiers, and interaction terms will be built. A significant interaction term may indicate the presence of a moderating effect.

Index of Upper Body Stability and Function (RSFI) and Upper Body Prevention Index (RPI)

Research questions Q1 and Q2 (second part) aim at searching for the optimal set of diagnostic, prognostic, and predictive markers.

Basically, there are three distinct types of diagnostic studies according to the Fryback-Thornbury hierarchy (6): i. studies of diagnostic test accuracy to investigate the reliability of a certain test to determine the absence or presence of a disease or health-relevant condition, ii. studies of diagnostic...
efficacy to investigate the extent a certain test outcome influences subsequent treatment decisions, and iii. studies of diagnostic efficiency to investigate whether the patient outcome is influenced by the deployment of a certain diagnostic test.

Prognostic markers usually indicate how a certain disease will progress independently of treatment, i.e., they correlate with the natural course of the disease.

In contrast, predictive markers allow for predicting the reaction of an individual or organ to a certain treatment.

The outcome of untreated and treated patients with a certain prognostic marker may differ compared to untreated and treated patients without the prognostic marker.

The relevant difference here is the outcome of patients carrying the marker of interest AND undergoing the intervention of interest compared to all three other thinkable groups of subjects.

For selecting a prognostic variable set given the number of theoretically relevant variables and number of test subjects, model selection by a shrinkage method like the Least Absolute Shrinkage and Selection Operator (LASSO) suits best as it avoids overfitting and allows for implementing model estimation and variable selection in a single step (5). The LASSO enables estimation and selection of regression coefficients in the context of high numbers of possible regressors and small sample size. The advantage to other techniques such as ridge regression is that a sparse solution can be obtained by using an absolute instead of a squared value penalty so that small effects can be set to exactly zero (8). This leads ultimately to a valid model with a reasonable number of relevant predictors.

In case of more than one dataset it allows for gradual sharpening by stepwise validation.

The RPI, based on training status, pain experience and psychophysical distress, had already been developed and published within the MiSpEx project as RPI-S (10) using a similar approach. To link treatment decisions to future pain outcome, the latter were regressed on variable sets representing four domains of risk factors: pain, distress, social environment (including training status), and medical care environment, using the lasso for variable selection. The resulting four prognostic variable sets would not only predict the extent of the long-term risk of pain, but also depict the underlying specific deficits of the individual subject. Exceeding the threshold of the prognostic variable set would link the increased risk of future pain to the values in the specific domain and therefore determine the best course of therapeutic action for the participant.

Research questions Q2 (first part) and Q3 will be investigated through systematic reviews of prospective meta-analyses including all studies featuring sensory-motoric interventions. Heterogeneity of studies will visually be assessed by overlapping 95% confidence intervals in forest plots and I²-statistic of the main analysis. The following I² reference values (3) will be used:

- 0% to 40%: might not be important;
- 30% to 60%: may represent moderate heterogeneity;
- 50% to 90%: may represent substantial heterogeneity;
- 75% to 100%: considerable heterogeneity.

Risk of bias of single studies needs to be categorized as „low risk“, „high risk“ or „unclear risk“ of bias for different domains (i.e., random sequence generation, allocation concealment, blinding of personnel, blinding of outcome assessment, incomplete outcome data, other bias), and discussed for each domain as well as across all domains. The impact of bias is investigated with a sensitivity analysis which includes only studies with low risk of bias and compares the resulting effect estimate with that resulting from the main analysis.

In the main analysis, the effect of the intervention will be estimated by the mean difference of gain scores between intervention and inactive control for all outcome criteria and displayed via forest plots separately for single studies. Gain scores will be calculated as differences between baseline values at the start of the study and values obtained 12 weeks later. Heterogeneity will be taken into account by using a random effects model (4), a modification to the inverse-variance approach.

Given a sufficient number of studies to be included in the analyses, several sub group analyses will be performed (e.g., by intervention group, sports activity, chronic back pain, compliance, training frequency, etc.). Otherwise, descriptive comparison of individual subgroups without formal data aggregation within a random effects model will be attempted.